1. ПРОВЕДЕНИЕ ЭКСПЕРИМЕНТА

1.1. Классификация экспериментов
При эмпирическом исследовании явлений и процессов окружающего нас материального мира используют следующие методы:
- наблюдение,
- сравнение,
- измерение, 
- эксперимент.
Наблюдение - это целенаправленное восприятие объекта без активного вмешательство в его поведение, обусловленное задачей деятельности. Основным условием научного наблюдения является объективность, т.е. возможность контроля путем либо повторного наблюдения, либо применения других методов исследования (например, эксперимента). Это наиболее элементарный метод, один из множества других эмпирических методов. С этого метода начинается познание мира родившимся ребенком. Основными элементами наблюдения для него являются слух, зрение.
Сравнение - это соотношение между двумя количественными характеристиками А и В одного и того же объекта (длина, ширина, высота) или между однотипными характеристиками А1 и А2 разных объектов (масса, объем). Варианты сравнения известны вам со школы: A > B, A < B, A = B.

В математике в теории чисел и в областях техники, использующих элементы этой теории, имеется специфический вид сравнения, которое применяют к целым числам а и b. Эти числа сравнивают с третьим целым числом М, которое называют модулем. Числа а и b сравнимы между собой по модулю М, если разность (а – b) этих чисел делится на заданное целое число М без остатка. Записывается это следующим образом: . 
Например, М=10, а = 4, b= – 6. Тогда [a – (–b)]/10 = 0
Если числа а и b положительные, то они сравнимы между собой по модулю М, если при делении каждого числа на М получается один и то же остаток. Например, числа 1, 11, 21, (k*10)+1 при делении на 10 дают один и тот же остаток 1, значит, все эти числа сравнимы по модулю 10.
Измерение - это прием в познании, с помощью которого осуществляется количественное сравнение величин одного и того же качества. Качественные характеристики объекта, как правило, фиксируются приборами, количественная специфика объекта устанавливается с помощью измерений.
Все научные исследования используют различного рода измерения. Д.И. Менделеев (1834-1907) говорил: «Наука начинается с тех пор, как начинают измерять. Точная наука немыслима без меры».  Именем Д.И. Менделеева назван Всероссийский научно-исследовательский институт (ВНИИМ), который был основан в 1842 г. и назывался в то время «Депо образцовых мер и весов». С 1982 года ученым-хранителем «Депо» был Д.И. Менделеев. По его инициадиве в 1993 году «Депо» было преобразовано в «Главную палату мер и весов».
Эксперимент – это метод познания исследуемого явления в точно учитываемых, контролируемых и управляемых условиях. Это позволяет следить за ходом явления и многократно воспроизводить его при повторении этих условий. Таким образом, это целенаправленное воздействие на объект исследования с целью получения достоверной информации. Эксперимент отличается от наблюдения активным взаимодействием с исследуемым объектом.
Три составные части эксперимента:
1) объекта исследования (предмет, явление или процесс, на который обращено наше внимание);
2) условия проведения эксперимента (например, круглосуточный эксперимент или кратковременный; лабораторный или заводской; подготовленный или вынужденный; активный или пассивный и т. д.; для более детального исследования объекта проводят, как правило, активный эксперимент);
3) материальные ресурсы (лабораторная и аналитическая базы, наличие квалифицированных кадров, математического обеспечения и т. д.).
По характеру эксперименты можно разделить на:
1) на фундаментальные исследования, т. е. такие, которые направлены на изучение основ мироздания или не несут сиюминутной пользы обществу в настоящее или ближайшее время, однако представляются перспективными в будущем (например, изучение далеких звезд);
2) прикладные — исследования, направленные на решение конкретных практических задач (например, освоение нового вида сырья, разработка новой методики анализа вещества, проверка работы нового оборудования и т. д.).
Конечно, большинство проводимых экспериментов являются прикладными.
При проведении активного эксперимента используют и наблюдение, и сравнение, и измерение. Благодаря этому можно оценить характеристики объекта исследования в экстремальных условиях: при очень низкой и очень высокой температуре; при пониженном и повышенном давлении; при повышенной влажности; в условиях механических воздействий на объект (линейные и ударные перегрузки, вибрации, статические напряжения).
Важнейшее достоинство эксперимента – его повторяемость. В процессе эксперимента необходимые наблюдения, сравнения и измерения могут быть проведены, как правило, столько раз, сколько нужно для получения достоверных данных. Эта особенность экспериментального метода делает его весьма ценным при исследовании.
Активный эксперимент проводят для того, чтобы:
1) обнаружить у объекта неизвестные ранее свойства, в результате чего добываются новые знания об объекте;
2) проверить правильность теоретических и технических решений, заложенных в основу построения объекта.

1.2. Планирование эксперимента
Эффективное исследование свойств объекта при активном эксперименте обеспечивается соответствующим планированием эксперимента. Если исследуется зависимость какой-либо характеристики или характеристик объекта Y от внешних воздействий  Xi, i=1, 2, 3,…, N, которые называют факторами, то при активном эксперименте уровнями этих факторов можно управлять. Таким образом, фактор – это измеряемая переменная величина, прнимающая в некоторый момент времени определенное значение. Совокупность факторов называют факторным пространством. Значения факторов могут изменяться в диапазоне Xiмин ≤ Xi ≤ Xiмакс.  Границы диапазона определяются или нормативами или объективными возможностями существования данного фактора. При этом следует иметь в виду, что достижение фактором граничных значений не должно приводить к нанесению объекту вреда (разрушение, отказ каких-либо элементов объекта и т.п.).
Число факторов N, воздействующих на объект, в общем случае может быть достаточно большим. Но управление экспериментом обычно ведется по ограниченному числу факторов К. Остальные (N – K) неуправляемых факторов вместе с мешающими внешними воздействиями образуют группу случайно изменяющихся факторов ξ. К совокупности факторов предъявляется требование совместимости, означающее, что все их комбинации осуществимы и безопасны.
При проведении эксперимента факторы считаются входными величинами, а исследуемые характеристики объекта – выходными величинами. Тогда зависимость характеристики объекта от входных факторов можно в общем виде описать как
y = f(x1, x2,…, xk) + ξ.				        (1.1)
Величина у состоит из детерминированной составляющей f(x1, x2,…, xk), обусловленной влиянием К управляемых факторов x1, x2,…, xk, и случайной составляющей ξ, обусловленной действием неуправляемых и мешающих факторов.
Полный факторный эксперимент
Целью планирования эксперимента является обеспечение наиболее эффективного исследования свойств объекта управления. Рассмотрим порядок проведения полного факторного эксперимента на примере двухфакторного эксперимента. 
Пусть имеются две независимые входные переменные х1 и х2 (факторы), воздействующие на объект управления (исследования). И пусть каждый фактор может принимать два условных значения С (уровня варьирования): +1 и –1. Для  сокращения записи применяют такую форму: «+» и «–».  Переход к условным значениям от реальных текущих значений i-го фактора осуществляется нормированием разности текущего Xi  и начального Xi0 значений факторов по этой разности:

,				        (1.2)
где ΔXi – интервал варьирования i-го фактора. 
Если  ΔXi = Xi – Xi0,  то при Xi > Xi0 в соответствии с (1.2) C = +1, а при Xi < Xi0 в соответствии с (1.2) C = –1. 
При полном факторном эксперименте реализуются все возможные, неповторяющиеся комбинации уровней факторов. Планы эксперимента называют в этом случае 2k, где 2 –число возможных уровней, занимаемых факторами, k – число факторов, участвующих в эксперименте. При двух факторах имеем план 22, что означает, что для проведения полного факторного эксперимента надо провести 4 независимых опыта. План полного факторного эксперимента можно представить в виде таблицы 1.
Таблица 1.1 – План полного факторного эксперимента
	№ опыта
	х0
	План
	у
	Кодовое обозначение плана

	
	
	х1
	х2
	
	

	1
	+
	– 
	–
	у1
	(1)

	2
	+
	+
	–
	у2
	a

	3
	+
	–
	+
	у3
	b

	4
	+
	+
	+
	у4
	ab



Из таблицы 1 видно, что план полного факторного эксперимента включает все возможные сочетания значений факторов  х1 и х2. В таблицу 1.1 введен столбец с фиктивной переменной х0, значение котороой всегда равно +1. Это сделано для общности записи уравнения зависимости выходной величины у от факторов. В таблицу введено также сокращенное кодовое обозначение плана. Оно может быть использовано для компактной записи плана при большом числе k факторов, приводящим к увеличению необходимого числа 2k опытов и громоздкости таблицы плана полного факторного эксперимента. В кодовом обозначении плана (1) означает, что оба (все)  фактора находятся на нижнем уровне («–»). Буква а соответствует комбинации: х1 – верхний уровень («+»), х2 – нижний уровень («–»). Буква b соответствует комбинации: х2 – верхний уровень («+»), х1 – нижний уровень («–»). При комбинации букв ab оба фактора находятся на верхнем уровне («+»).
План полного трехфакторного  эксперимента в кратком виде можно представить так: (1), a, b, ab, c, ac, bc, abc.
Часть плана эксперимента, содержащая факторы xi и результирующую переменную у называют матрицей планирования (таблица 1.2).
Таблица 1.2 – Матрица планирования
	№ опыта
	x0
	х1
	х2
	у

	1
	1
	– 
	–
	у1

	2
	1
	+
	–
	у2

	3
	1
	–
	+
	у3

	4
	1
	+
	+
	у4



Элементы х1 и х2 матрицы планирования обладают следующими свойствами:

,			        (1.3)
где n = 1, 2, …, N – номер опыта; N – количество опытов;
xin соответствует элементу матрицы планирования, расположенному на пересечении i-го столбца и n-й строки.
План проведения эксперимента и матрица планирования показывают, в какую сторону и при каких сочетаниях изменяются факторы. Сам эксперимент проводится с реальными значениями факторов. Значения интервалов варьирования ΔXi факторов выбираются, исходя из реальных условий проведения экспериментов, и, как отмечалось выше, отклонение реального значения фактора от начального значения не должно наносить вред исследуемому объекту.
Зависимость выходной величины у (какого-либо свойства или характеристики объекта исследования) от входных факторов можно представить в виде уравнения регрессии

,			        (1.4)
где коэффициенты b1 и b2 характеризуют степень влияния   соответствующего фактора х1 или х2 на выходную величину у; коэффициент b0 обозначает начало линии регрессии на оси ординат при х1 и х2, равными нулю.
Уравнение регрессии является математической моделью объекта исследования.
1.3. Обработка результатов эксперимента
Значения коэффициентов b в выражении (1.4) определяются по следующим формулам:

;				        (1.5)

						;				        (1.6)

						.				        (1.7)
Уравнение регрессии (1.4) является математической моделью объекта исследования, показывающей зависимость какого-либо его параметра от воздействующих на объект факторов.

Всегда между наблюдаемым значением yn  и расчетным значением , полученным на основании уравнения регрессии (4), возможна разница

.				        (1.8)
Эту разницу называют еще «невязкой».
Построение на основании проведенного эксперимента математической модели объекта можно считать законченным только тогда, когда расчет на основе (1.5)-(1.7) оценок коэффициентов bi и невязок Δn будет дополнен статистическим анализом как отдельных коэффициентов, так и модели в целом.
Статистический анализ предполагает определение доверительных интервалов для каждого коэффициента регрессии, проверку значимости этих коэффициентов, проверку адекватности математической модели. После положительных ответов на эти вопросы, математическую модель объекта можно использовать для его исследования.
Проверка значимости коэффициентов регрессии
По выражениям (1.5)-(1.7) определяются оценки коэффициентов регрессии. Границы значений оценочного коэффициента регрессии, между которыми лежит истинное значение коэффициента, определяются выражением

,				        (1.9)

где  – стандартная ошибка (среднее квадратическое отклонение) оценки коэффициента регрессии,
α – уровень значимости, показывает вероятность принятия ошибочного решения, т.е. вероятность того, что истинное значение коэффициента регрессии окажется за пределами интервала значений (доверительного интервала) определяемого границами возможных значений оценки коэффициента регрессии (1.9).

 – процентные точки t-распределения Стьюдента при числе степеней свободы f = N – k – 1 и уровне значимости α, 
k – число независимых факторов.

Так как проверяется отличие коэффициента регрессии от нуля, а сам коэффициент может быть как больше нуля, так и меньше нуля, то для определения  используется двусторонняя критическая область, и уровень значимости делится между обеими половинами критической области, т.е. используется значения α/2.

При полном факторном эксперименте ошибки всех коэффициентов уравнения регрессии одинаковые , и доверительные интервалы для всех коэффициентов равны. Поэтому 

,					      (1.10)
где sy – стандартная ошибка эксперимента, равная корню квадратному из общей дисперсии Dy эксперимента.

,				      (1.11)
где 

					      (1.12)
среднее значение результатов эксперимента.
Коэффициент регрессии считается статистически значимым, если он по абсолютной величине больше доверительного интервала |bi| > Δb, где Δb – разность между оценочным значением коэффициента регрессии b и границами доверительного интервала. На основе (1.9) и (1.10) получим

,				         (1.13)
где f = N – k – 1.
Можно также проверить значимость коэффициентов регрессии по t-критерию Стьюдента. Для этого определяют расчетное значение ti

,					      (1.14)
где ti – расчетное значение для i-го коэффициента регрессии.

Полученное значение ti сравнивают с табличным критическим значением , определенным при числе степеней свободы f = N – k – 1 и уровне значимости α. Почему при нахождении критического табличного значения используется α/2, было пояснено выше.
Число степеней свободы определяется следующими обстоятельствами. Было проведено N опытов, по результатам которой определили, используя (1.12) среднее значение выходной величины у. Одну степень свободы связали (истратили). Нашли оценки коэффициентов регрессии для k активных факторов. Связали еще k степеней свободы. Таким образом, остается 

				      (1.15)
степеней свободы.

Так как проверяется отличие коэффициента регрессии от нуля, а сам коэффициент может быть как больше нуля, так и меньше нуля, то для определения  используется двусторонняя критическая область, и уровень значимости делится между обеими половинами критической области, т.е. используется значения α/2.

Если окажется , то коэффициент bi статистически отличен от нуля, т.е. значим. В противном случае считается, что коэффициент bi статистически не отличается от нуля, т.е. незначим.
При значимом коэффициенте регрессии изменение соответствующего этому коэффициенту фактора оказывает существенное влияния на изменение выходного параметра. При незначимом коэффициенте регрессии изменение соответствующего фактора несущественно влияет на изменение выходного параметра, поэтому влиянием указанного фактора практически можно пренебречь.
Проверка адекватности модели
Выше было отмечено, что уравнение регрессии является математической моделью объекта исследования. Но, чтобы эту модель использовать для дальнейшего исследования объекта, она должна быть адекватна объекту.
Для проверки адекватности модели используют F-критерий Фишера. Проверяется нулевая гипотеза Н0 о равенстве дисперсий остатков (адекватности) DАД и общей дисперсии Dy.
Находят расчетное значение F-критерия Фишера как отношение. 

.			      (1.16)


Общая дисперсия Dy определяется выражением (1.11). Дисперсия адекватности DАД определяется как среднее значение квадратов отклонений экспериментальных значений yn и значений , рассчитанных по уравнению репрессии. Значения  рассчитываются на основании уравнения регрессии (1.4) после определения значений коэффициентов регрессии b:

.			      (1.17)

Активные факторы х1 и х2 принимают значение ±1. Какой знак будет в каждом n-м опыте, определяется матрицей планирования (таблица 1.2). С учетом расчетных значений  дисперсия адекватности (или остаточная дисперсия) определяется выражением

.				      (1.18)
Дисперсия адекватности (дисперсия остатков) характеризует разброс экспериментальных  значений выходного параметра, полученных в результате проведения каждого опыта, относительно значений, полученных из уравнения регрессии.
Используя (1.18), (1.11) и (1.16) рассчитывают значение статистики Fрасч и сравнивают его с табличным значением F(f1,f2,α). Это значение определяют по таблицам при числе степеней свободы f1 числителя и f2 знаменателя в выражении (1.16). 
Для Dy число степеней свободы равно f1=(N – 1), а для DАД f2 = (N – k – 1 ).  
Если Fрасч > F(f1,f2,α), то дисперсии Dy и DАД принадлежат к разным генеральным совокупностям случайных величин, поэтому общая дисперсия выходного параметра определяется, в основном, изменениями воздействующих факторов, и математическая модель объекта, полученная в результате проведенного эксперимента, адекватна (не противоречит результатам эксперимента) и ее можно использовать в дальнейших исследованиях при описании поведения объекта под действием действующих факторов. 
Если Fрасч < Fтабл, то дисперсии статистически не отличаются, и общая дисперсия определяется, в основном, дисперсией остатков. В этом случае математическая модель объекта неадекватна и использовать её нельзя при выбранных границах изменения факторов. Необходимо провести новый эксперимент с меньшим интервалом варьирования факторов или перейти к более сложной форме уравнения регрессии (например, полиномиальной).
При полном двухфакторном эксперименте можно выполнить только одну проверку параметров регрессии: или поверить адекватность модели или проверить значимость одного из коэффициентов регрессии. Почему так? Изначально при двухфакторном эксперименте имеется N = 22 = 4 степени свободы. Две степени свободы тратится на определение коэффициентов регрессии b1 и b2 (k = 2), характеризующих влияние факторов на объект, и одна степень свободы – на определение среднего значения выходного параметра у, которое далее используется для определения дисперсий.  Таким образом, остается N – k – 1 = 1 степень свободы, которую и можно использовать для выполнения только одной проверки. При k = 3 число экспериментов N = 23 = 8. В этом случае число степеней свободы N – k – 1 = 4. Поэтому можно проверить адекватность математической модели и значимость коэффициентов регрессии b1, b2 и b3.
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